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1. Introduction

In a recent paper, Kepert (2013, hereafter K13) in-

vestigated the theoretical role of the boundary layer in

eyewall replacement cycles. Specifically, he used a fam-

ily of steady-state, axisymmetric hurricane boundary

layer models to examine the boundary layer response to

an imposed radial profile of tangential winds with two

wind maxima. Based on these solutions, he proposed

a new feedback mechanism for secondary eyewall for-

mation (SEF) and pointed to the role of the underlying

boundary layer dynamics in this process. Specifically, he

proposed (abstract) that ‘‘the boundary layer contrib-

utes to the formation of outer eyewalls through a posi-

tive feedback among the local enhancement of the radial

vorticity gradient, the frictional updraft, and convec-

tion,’’ and concluded (section 6) that ‘‘supergradient

flow . . . is not essential to SEF.’’

Quoting from K13 (section 6), the proposed contri-

bution of the boundary layer to SEF is as follows:

d ‘‘Some process(es) act(s) to produce a localized in-

crease in the vorticity of the gradient wind at several

times the primary RMW [radius of maximum tan-

gential wind; our insertion]. . . . This local vorticity

increase could be the result of an internal adjustment/

redistribution (e.g., by vortex Rossby waves). . . . It

could be due to any of several processes, and is beyond

the scope of this study to determine which.’’
d ‘‘The BL [boundary layer; our insertion] processes

described in sections 4 and 5a lead to an increased

updraft near the vorticity maximum.’’
d ‘‘The enhanced local updraft causes an increase in

convection [our emphasis] near the vorticity maxi-

mum. This enhanced convection causes the low-level

vorticity near the convection to increase (e.g. Haynes

and McIntyre 1987; Raymond and Jiang 1990; Tory

et al. 2012).’’
d ‘‘The convectively induced local concentration of

vorticity further strengthens the radial vorticity gradi-

ent on the outer edge of the maximum, and hence the

frictionally forced updraft. The interaction between

the BL and convection thus creates a positive feed-

back that causes the secondary eyewall to continue to

develop.’’

A schematic of the proposed four-step feedback

mechanism is sketched in Fig. 1. The sketch does not

reflect the first step by which ‘‘some process’’ elevates

the vorticity of the gradient wind to initiate the feedback

process. The referred updraft maximum is that of the

Ekman-induced frictional updraft near the top of the

hurricane boundary layer (see displayed equation be-

low). The feedback mechanism presumes that the vor-

ticity at the top of the boundary layer may be accurately
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represented using the gradient wind near the top of the

boundary layer.

The reason for the present focus on the Ekman-like

updraft in the proposed feedback loop (represented in

Fig. 1) stems from section 5 of K13 entitled ‘‘Insights

from linear Ekman theory’’ and the subsequent sum-

mary provided in section 6 entitled ‘‘Discussion: The

role of the boundary layer in secondary eyewall forma-

tion’’ where the author states (p. 2828, right column)

‘‘. . .the approximate location and strength of the updraft

are determined by much simpler dynamics [our empha-

sis], namely the near balance between radial advection

and the surface sink of absolute angular momentum;

while there are differences of detail between the models,

they can be reasonably well predicted from the gradient

wind alone. It is the location of the increased vorticity

outside of the primary eyewall that determines where the

outer frictional updraft forms.’’

In K13 (p. 2827, right column) the author states ‘‘One

difference between the linear and nonlinear models is

important to this hypothesis. The linear model locates

the updraft on the region of enhanced vorticity gradient

outside any local vorticity maximum, so the convectively

generated vorticity will add to the outside [sic] the ex-

isting maximum and broaden rather than strengthen it.

In contrast, the nonlinear model places the frictionally

forced updraft farther inward, so the vorticity generated

by the enhanced convection will tend to strengthen,

rather than broaden, the existing vorticity perturbation.’’

The nonlinear effects are, in the above quoted para-

graph, simply contributing to a radially inward shift in the

location of the frictionally forced updraft and corre-

sponding vorticity enhancement at the top of the bound-

ary layer. Other than these quantitative effects, the

nonlinear boundary layer dynamics do not seem to be

invoked in K13 to fundamentally alter the feedback pro-

cess sketched above. There is a presumption also that the

frictionally forced updraft will enhance the convection.

The author of K13 does not state what he means by

‘‘enhanced convection.’’ It would be natural to assume

that this means that the buoyancy of convective updrafts

would be increased. This issue will be discussed further in

section 3.

2. Testing the proposed K13 feedback mechanism
for SEF

The proposed SEF feedback mechanism summarized

in Fig. 1 is scientifically interesting and invites scrutiny

using observational data or established models. The

subtle connection between the gradient wind at the top

of the boundary layer, the corresponding vertical vor-

ticity, and the induced-frictional updraft at this level

presents many challenges for a test using observational

data, not the least of which is the noisiness of the real

wind data and even more so the corresponding vorticity

data near the top of the boundary layer [see Marks et al.

(2008), their Figs. 3b and 13a, respectively]. In this note,

we sidestep the challenge of testing the new hypothesis

using observational data and choose instead tests using

two independent cloud-representing numerical solu-

tions of a mature tropical cyclone undergoing SEF. The

first of these simulations is an integration of the Re-

gional Atmospheric Modeling System (RAMS) model,

described in Terwey and Montgomery (2008), Terwey

et al. (2013), and Abarca and Montgomery (2013). This

simulation employs the Louis boundary layer parame-

terization [Louis (1979), the scheme recommended by

Kepert (2012)]. The second is one representative en-

semble member of the control experiment of Wu et al.

(2012), a dataset of the Weather Research and Fore-

casting (WRF) Model and ensemble Kalman filter

(EnKF) data assimilation for Typhoon Sinlaku (2008).

[The pathway to SEF associated with this representative

ensemble member is proposed and investigated in Huang

et al. (2012).] The WRF simulation uses the Yonsei Uni-

versity planetary boundary scheme (Hong et al. 2006).

Figures 2 and 3 show radius–height contour plots and

radial profiles of the azimuthally and temporally averaged

FIG. 1. Schematic diagram illustrating the new SEF feedback

mechanism proposed in K13 (his section 6). In brief, an increase of

the gradient wind vorticity (by some process not sketched, bottomof

cartoon) near the top of the BL is argued to cause an increase in the

magnitude of the radial vorticity gradient and the Ekman updraft

velocity at the BL top. An increased Ekman updraft velocity is then

presumed to result in an increase in the convection above the BL, an

attending increase of the gradient vorticity at the BL top, a further

strengthening of the corresponding radial vorticity gradient on the

outer edge of the vorticity maximum, and so on. See text and/or K13

for more detailed description of the feedback loop. The angle

brackets denote an azimuthal average of the corresponding quantity

inside the brackets. The azimuthal average is to be carried out on

a constant height surface. Equation (22) from K13 is reproduced

here, for completeness, as the displayed equation in section 2.
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fields needed to assess the new SEF hypothesis sum-

marized in Fig. 1. Note that we use a 1-h (arithmetic)

average, although the original hypothesis does not

make any additional assumptions of time (or space)

filtering.1 Figure 2 presents results from the RAMS

integration, while Fig. 3 presents results from the WRF

simulation. In the figures, the top rows show radius–

height cross sections of azimuthal- and time-averaged

tangential velocity. The second rows show the corre-

sponding tangential wind field derived assuming gra-

dient wind balance, computed as in Holton (2004, his

chapter 3), using the azimuthal- and time-averaged ra-

dial pressure gradient force per unit mass.2 The bottom

rows show radial profiles of several pertinent quantities

at the height of 1 and 3 km. In both simulations, the 1-km

height is within the boundary layer (near its top) and

roughly corresponds to the height at which the second-

ary tangential wind maximum emerges (top row, right

in Figs. 2 and 3). To be consistent with the intent of the

K13 hypothesis, the 3-km height is used to deduce the

gradient wind (analogous to flight level from re-

connaissance aircraft) since the tangential winds are

FIG. 2. (top) Radius–height plots of azimuthal- and time-averaged tangential velocity from the RAMS simulation undergoing SEF.

(middle) Corresponding tangential wind field derived assuming gradient wind balance. (bottom) Radial profiles of the following flow

quantities after azimuthal and time averaging: Ekman updraft velocity hW_Ekmani [multiplied by 5, dashed red curve; obtained fromEq.

(22) of K13 with the RAMS parameters at 3-km height to evaluate the balanced tangential wind above the boundary layer; see text for

details], RAMS vertical velocity hWi at 1-km height (multiplied by 20, solid red curve), RAMS tangential velocity hVi at 1-km height

(solid green curve), RAMS tangential velocity at 3-km height (solid blue curve), and RAMS relative vertical vorticity hVorti at 3-km
height (solid black curve). Shown for comparison is the corresponding gradient wind at 1-km height (dashed green curve) and 3-km

height (dashed blue curve), as well as the corresponding relative vertical vorticity of the gradient wind at 3-km height (dashed black

curve). The time averages are obtained using 1 h of data (output every 6min), centered at the time indicated [(left) hour 18 and (right)

hour 23.5]. Contours in the top two rows are every 5m s21, except for radii. 80 km and height, 9 km, where contours are shown every

0.5m s21.

1Results derived using no time averaging (not shown) lead to the

same conclusions presented here. Further manipulation or filtering

of the model data is not carried out so as to preserve the scientific

integrity of the model data.

2 This computation requires the solution of a quadratic formula. In

the dataset used, the radicand becomes negative in some sparse

regions in the upper-tropospheric outflow layer. To avoid this

problem, ›p/›r is set to zero locally when its value becomes negative.

4684 JOURNAL OF THE ATMOSPHER IC SC IENCES VOLUME 71



still modestly supergradient at 1-km height. The radial

profiles shown in the bottom rows depict the azi-

muthally and (1 h) time-averaged tangential velocity,

absolute vorticity, and vertical velocity from RAMS

(Fig. 2) andWRF (Fig. 3), as well as the corresponding

gradient wind and gradient absolute vorticity. The

green curves in the radial profile plots depict the

pertinent model tangential velocity data at 1-km

height, while the blue curves depict model tangential

velocity data at 3-km height. The black curves show

the vorticity profiles at 3-km height. Shown also in the

bottom row is the azimuthally averaged vertical ve-

locity at 1 km (red solid curve) and the frictional up-

draft velocity predicted from Eq. (22) of K13 (red

dotted curve):

w‘ 5
1

r

›

›r

rCdV[V1 2y0(0)]
zgr 1 f

,

where V is the gradient wind, zgr is the relative vorticity

of the gradient wind, y0(0) is the departure from the

tangential gradient flow, Cd is the drag coefficient, f is

the Coriolis parameter, r represents radius, and ›/›r

denotes the partial derivative with respect to r. To com-

pute w‘ in Fig. 2, the height of 3 km is taken as the gra-

dient wind value (see discussion above). Also, as used in

K13,3 Cd 5 0.002. Finally, following K13, V1 y0(0) is the
azimuthal wind at the height where the drag coefficient is

defined (nominally 10-m level). FromPowell et al. (2009),

V1 y0(0) is considered to be 0.84V, fromwhere it follows

that y0(0) 5 20.16V, and then V 1 2y0(0) 5 0.68V. The

latter value is used in the evaluation of Eq. (22) of K13.

FIG. 3. As in Fig. 2, but for theWRF simulation andEnKF data assimilation result of CTL presented inWu et al. (2012) andHuang et al.

(2012). The 1-h average is evaluated by 2-min output data. H01 corresponds to 0800 UTC 11 Sep 2008, which is 1 h after the SEF time

identified inWu et al. (2012), whileH-09 is 9 h prior to SEF.Note that themagnitude ofWRF hWi at 1-kmheight and hWi evaluated byEq.
(22) of K13 are both multiplied by 20. The tangential wind at 10-m height, corresponding to the lowest model level for wind, is used to

derive y0 (departure from the gradient wind at 3-km height) in Eq. (22) of K13. (bottom) The radial profile of tangential wind at 10-m

height is shown by the gray dashed curve.

3 The results presented here do not qualitatively change when

using other common representations of Cd [e.g., Deacon’s formula

following Roll (1965)].
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In the context of the proposed feedback loop (Fig. 1),

Fig. 2 at 18 h (during SEF) shows that the locally nega-

tive radial vorticity gradient of the gradient wind at 3-km

height (near 100-km radius, bottom row, left panel,

dashed black curve) is accompanied by a locally positive

frictional updraftmaximum there (bottom row, left panel,

dashed red curve). Following the argument of K13, this

frictional updraft maximumwould cause ‘‘an increase in

the convection’’ (bullet point 3 in section 1) above the

boundary layer near this radius and in turn an increase in

the local radial gradient of vorticity (at the boundary

layer top). The increased vorticity that results from this

increased radial vorticity gradient is presumed to result

in a local increase in the gradient wind and so on, cul-

minating in a localized updraft and secondary eyewall

near the radius of the heightened radial vorticity gradi-

ent of the gradient wind (we caution again that K13 does

not elaborate on what is meant by ‘‘an increase in the

convection,’’ an aspect that is discussed further in items

2 and 4 in section 3).

Inspection of the individual panels that constitute

both Figs. 2 and 3 indicate a quite different sequence of

events than that proposed by K13. In Fig. 2, the top and

middle rows show that the gradient wind has three dis-

cernible tangential wind maxima outside of the primary

eyewall at both 18 and 23.5 h. In contrast, the RAMS

data have no tangential wind maximum beyond the

primary eyewall at 18 h and possess only one secondary

tangential wind maximum at 23.5 h. In the bottom rows,

a distinct secondary maximum of the gradient wind at

23.5 h occurs near 130 km with a corresponding Ekman

updraft exterior to 130-km radius in a series of positive

and negative oscillations.4 The most prominent sec-

ondary gradient wind maximum at 23.5 h (at 3-km

height) is 30 km outside the secondary gradient wind

maximum depicted 5 h earlier in the middle and bottom

rows.

In contrast to the foregoing features associated with

the gradient wind and related Ekman updraft, the cor-

responding RAMS data at 1-km height and at 18 h show

that the mean updraft maximum is located at approxi-

mately 80 km and the tangential wind is nearly constant

between 70 and 90 km. At hour 23.5, the primary eye-

wall’s tangential wind maximum has diminished in in-

tensity somewhat, but a radially broad secondary

tangential wind maximum, centered at approximately

80-km radius, has emerged. Also at this time, the mean

updraft outside of the primary eyewall exhibits a maxi-

mum at approximately 75-km radius and has also a broad

radial scale, consistent with the weakly organized con-

vective activity in azimuth near this radius as shown in

Terwey and Montgomery (2008, their Fig. 4).

Figure 3 shows results of the aforementioned WRF

simulation and EnKF data assimilation described in Wu

et al. (2012) and Huang et al. (2012) in a form similar to

Fig. 2. The adopted planetary boundary layer scheme

uses the friction velocity obtained by similarity theory to

parameterize wind stress. To carry out the calculation of

the frictionally forced mean updraft based on the linear

Ekman theory [Eq. (22) of K13], Cd is retrieved via the

relationship ofCd5U*2/wspd210 whereU* is the friction

velocity defined in the similarity theory andwspd10 is the

wind speed at 10-m height. The quantity y0(0) above is

evaluated directly by deducing wspd10 from the gradient

wind at 3-km height. Similar to the RAMS results,

a number of maxima in the balanced tangential wind

(gradient wind) are distinct well before SEF, at least 9 h

preceding SEF (middle row, left panel) when the tan-

gential wind is broadening in the middle and lower

troposphere (top row, left panel). At the moment when

the secondary maximum in the tangential wind field

becomes robust (H01: an hour after SEF), the secondary

maximum in the balanced wind is less distinct in com-

parison with that of the tangential winds (right panel),

indicating a significant contribution of the unbalanced

flow to the wind maximum in the outer eyewall, partic-

ularly near the top of boundary layer inflow (;1-km

height).

The frictionally forced vertical velocity, as proposed

by K13 [his Eq. (22), bottom row, red dotted line] is

inconsistent with that in the WRF simulation near the

top of the boundary layer (about 1-km height in the SEF

region). During the expansion of total tangential winds

(e.g., at H-09; 9 h before SEF), multiple updrafts and

downdrafts are evident at radii between 30 and 200 km

(bottom row, left panel, red dotted line). In particular,

this frictionally forced vertical velocity does not capture

the double peaks of upward motion in the two eyewalls

when the outer eyewall is present (e.g., at H01). At H01,

the innermost maximum of the estimated frictional

vertical velocity is located near r 5 70 km, between the

two WRF-simulated maxima. As for the secondary up-

draft structure, the WRF-simulated updraft is present

around 80 , r , 100 km, while multiple updrafts and

downdrafts are depicted by the frictionally forced ver-

tical velocity predicted by Eq. (22) of K13 outside of

100-km radius. The explanation for these unrealistic

vertical velocity predictions is that the frictional vertical

4 In Fig. 2, the azimuthally averaged Ekman vertical velocity is

plotted with a scaling factor of 5 and the corresponding RAMS

vertical velocity at the boundary layer top is plotted with a scaling

factor of 20 so that the shape of the two radial profiles may be

compared easily. In Fig. 3 (the upcoming WRF analyses), an

identical scaling factor of 20 is employed for the Ekman and WRF

model vertical velocities at the boundary layer top.
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velocity evaluated by Eq. (22) of K13 is quite sensitive to

small radial gradients of the gradient wind and its as-

sociated vorticity in the region where the absolute vor-

ticity is small. This is a conclusion of the present note;

it was not foreseen in K13. Thus, Eq. (22) of K13 tends

to predict synthetic pairs of updraft and downdraft

from given vortex profiles of the cloud-resolving model

or observations with the nature of small fluctuating

features.

3. What are the limitations of the K13 hypothesis?

To understand why the K13 hypothesis is not sup-

ported by the two independent full-physics hurricane

simulation data considered here, it is necessary to review

the basis for the hypothesis, which was arrived at using

theoretical reasoning and the results of three steady-

state, axisymmetric models of the hurricane boundary

layer. These models are the linear analytical model of

Kepert (2001), the nonlinear model of Kepert andWang

(2001) and Kepert (2012), and the boundary layer part

of the three-layer axisymmetric hurricane model

(Ooyama 1969). Such numerical models are used to di-

agnose the steady-state response of the boundary layer

to an analytically prescribed, radial profile of vorticity at

the top of the boundary layer with two associated vor-

ticity maxima (K13’s Figs. 1, 2, and 7–9). The supporting

theoretical arguments are based mostly on linearized

Ekman balance theory, which predicts the updraft

strength at the top of the boundary layer in terms of the

local values of the absolute vorticity (using the gradient

wind) and its radial gradient at the top of the boundary

layer.

We have a number of concerns with the reasoning

presented and theoretical steps taken by K13 as detailed

below:

1) We are puzzled about K13’s predictions of secondary

eyewall formation based on a set of equations that do

not contain time derivatives. (Each of the three

models presented inK13 solve steady-state boundary

layer equations.)

2) K13 proposes a local feedback between the friction-

ally induced inflow and convection, although he does

not elaborate on the precise aspects of the convec-

tion he has in mind (e.g., upward mass flux, diabatic

heating rate, updraft buoyancy). It is certainly phys-

ically incorrect to assume that all the mass that

converges in the boundary layer can be ventilated

by the convection, since the ability of the convection

to ventilate the converged mass depends, inter alia,

on the buoyancy of the convective updrafts, which, in

turn, depends on the thermodynamic properties of

the converged air in relation to the moist convective

stability of the air in the vortex aloft. Also, the

vertical mass flux out of the boundary layer does

not determine the diabatic heating rate within deep

convection or the radial gradient of this heating rate.

However, it is precisely this radial gradient and its

vertical profile that would primarily determine the

axisymmetric balance response of the vortex above

the boundary layer (e.g., Bui et al. 2009 and refer-

ences therein). In brief, one cannot realistically

discuss a feedback with convection without consid-

ering a model or parameterization of convection.

Indeed, different convective parameterizations can

lead to quite different outcomes (see, e.g., Zhu et al.

2001) and one closure on cloud base mass flux that

sets it equal to the mass convergence in the boundary

layer is known to be unrealistic (Raymond and

Emanuel 1993). For one thing, such a closure ignores

all between-cloud subsidence into the boundary layer.

This is a pertinent issue in the outer eyewall region,

where the convection is more diffuse and not ringlike

in the early stage of SEF (Terwey and Montgomery

2008, their Fig. 4; Wu et al. 2012, their Fig. 8).

3) The linearized, Ekman-like balance formulation of

the boundary layer that is the theoretical basis of the

K13 hypothesis (his section 5 and beginning of

section 6) is not valid when the local vortex Rossby

number Ro ; O(1) [see Smith and Montgomery

(2008), their Eq. (16), for the definition of the

appropriate vortex Rossby number and related dis-

cussion for a slab approximation and Vogl and Smith

(2009), their Figs. 5 and 6, demonstrating that the

linearized, Ekman-like balance approximation is in-

consistent, because the nonlinear terms predicted

using it are not small]. As an illustrative example,

Fig. 4 demonstrates that Ro is of order unity in the

radial region of SEF (between 75 and 100 km during

18–23 h), using the simulation studied extensively in

Terwey andMontgomery (2008), Terwey et al. (2013),

and Abarca and Montgomery (2013). Similarly, Fig. 5

showsRo for theWRF simulation, demonstrating that

in the SEF region (between 75 and 125 km) Ro lies in

the range of 0.5 and 1.5 between times H-15 and H0.

Since Ro is not much smaller than unity in the SEF

region in both simulations, we conclude that advective

departures from Ekman-like balance in the boundary

layer and local time derivatives of the horizontal

velocity cannot be neglected in general.

4) A further issue is that boundary layer theory formally

breaks down in regions of deep convection owing to

the horizontal pressure gradient induced in the

boundary layer by the convection. As buoyant air

rises in a deep convective updraft, boundary layer air

is drawn toward the updraft. This ‘‘suction effect’’
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cannot be described by boundary layer equations as

their parabolic nature precludes their knowledge of

flow properties in the downstream direction (i.e.,

information is conveyed in the direction of flow

only). It certainly cannot be described by the local

Ekman solution. Indeed, evidence for this suction

effect during SEF can be inferred from Fig. 7c of

Huang et al. (2012), which shows that the radial

pressure gradient force per unit mass in the SEF

region decreases approximately linearly with height

from the lower surface as the secondary eyewall

forms. Our point is that, in general, the upflow

generated with the boundary layer model cannot be

expected to match that which is diagnosed by the

three-dimensional model because the boundary layer

model knows nothing about the convectively induced

radial pressure gradient in the boundary layer.

In addition to the issues raised above, we find that K13

provides an inaccurate portrayal of the new paradigm of

tropical cyclone intensification presented in Smith et al.

(2009) [further elaborated in Montgomery and Smith

(2014)] to explain SEF in the studies by Huang et al.

(2012) and Abarca and Montgomery (2013). Specifi-

cally, K13 (section 6) states the following: ‘‘Huang et al.

attributes SEF exclusively to BL [boundary layer; our

insertion] processes. . .’’ and ‘‘They [Huang et al. (2012)]

attribute the development of the enhanced updraft to

supergradient flow.’’ We note here that Huang et al.

(2012) [and Abarca and Montgomery (2013)] did pres-

ent evidence in support of the idea that secondary eye-

walls form via a progressive boundary layer control of

the vortex dynamics in response to a radial broadening

of the tangential wind field (as correctly cited in the in-

troduction of K13). However, the application of the new

overarching paradigm of tropical cyclone intensification

to explain SEF does not attribute the formation process

exclusively to the boundary layer. Also, Huang et al.

(2012) did not refer to ‘‘enhanced updraft’’ to explain

the SEF mechanism. Rather, they link the boundary

layer dynamics with the region of increased frictional

convergence outside of the primary eyewall together

with the presence of convective instability there (see

section 4).

4. How does the boundary layer contribute to SEF?

The precise explanation for the role of the boundary

layer in SEF given by Huang et al. (2012, p. 668) was

as follows: ‘‘The stronger and persistent boundary

layer convergence within the SEF region (between

2100 UTC 10 September and 0300 UTC 11 September)

implies that inflowing rings of air will be forcibly lifted out

of the boundary layer to initiate and sustain deep con-

vection in regions of convective instability. . . . Given fa-

vorable local conditions, this forced ascent induced by the

boundary layer dynamics (Fig. 4h) acts to sustain an ap-

proximate ring of deep convectionwithin the SEF region.’’

In his appraisal of the role of the boundary layer in the

proposed SEF feedback process, K13 (section 6) stated

‘‘We agree with much of the analysis regarding the ra-

dial momentum budget [of Huang et al. (2012); our in-

sertion], and note that the analyses of the flow in

Typhoon Sinlaku by them and Wu et al. (2012) are

qualitatively similar to our idealized diagnostic calcu-

lations.’’ K13 notes that ‘‘the nonlinear processes they

discussed are present in our nonlinear model, where

they contribute to important details of the flow such as

the strong supergradient jet, the outflow above the jet,

and the inward displacement and outward tilt of the

updraft (relative to the linear model).’’ However, as

highlighted in the introduction of this note, K13 goes on

to state that ‘‘the approximate location and strength of

FIG. 4. Radius–time plot of azimuthally averaged (a) tangential

wind velocity (at 1.5-km height; m s21) and (b) a local Rossby

number as defined in Smith and Montgomery [2008, their Eq. (16)].

The local Rossby number is based on the boundary layer–averaged,

storm-relative tangential velocity. [For reference, hour 23 is in-

dicated in (a) and corresponds to the time of the earliest tangential

velocity secondary maximum near 1-km height (see Fig. 1).]
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the updraft are determined by much simpler dynamics

[our emphasis], namely the near balance between radial

advection and the surface sink of absolute angular mo-

mentum; while there are differences of detail between

the models, they can be reasonably well predicted from

the gradient wind alone. It is the location of the in-

creased vorticity outside of the primary eyewall that

determines where the outer frictional updraft forms.’’

FIG. 5. Radius–time plot of azimuthally averaged (a) tangential wind velocity (at 10-m height;

ms21), the quantity used to define SEF in Wu et al. (2012) and Huang et al. (2012), and (b) as in

Fig. 4b, showing the local Rossby number. Two black lines on each subplot indicate the two radii of

the local maximum tangential wind at 10-m height. Ordinate shows the hour relative to SEF. For

instance, H0 is for the SEF time, H-01 stands for 1h before SEF, and H01 indicates 1h after SEF.
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The evidence presented in section 2 demonstrates that

the gradient wind and pertinent derived quantities from

the linearized, Ekman-like balance formulation [Eq. (22)

of K13] incorrectly predicts the location and strength of

the updraft at the top of the boundary layer (;1-km

height) in two independentmesoscalemodels undergoing

SEF. The implication of this finding, together with the

foregoing discussion, is that the nonlinear terms, the

coupling of the boundary layer processes with the interior

flow, and the local time derivatives of the horizontal ve-

locity in the boundary layer should be accounted for to

correctly capture the SEF dynamics as demonstrated in

Huang et al. (2012) and Abarca andMontgomery (2013).

5. Conclusions

In this note we have examined the new hypothesis for

secondary eyewall formation proposed by K13. The K13

hypothesis surmises that the boundary layer contributes

to the formation of outer eyewalls through a positive

feedback between the local enhancement of the radial

vorticity gradient of the gradient wind near the top of

the boundary layer, the frictional updraft, and convec-

tion. The hypothesis has been tested using two meso-

scale model simulations (one with RAMS and the other

with WRF) of secondary eyewall formation. It is shown

to be unsupported by the results of these simulations. A

careful examination of the hypothesis reveals four sig-

nificant limitations, summarized briefly as follows: 1) the

K13 hypothesis is based on a set of partial differential

equations that does not contain time derivatives and

thus is intrinsically unable to predict the future state of

the flow, 2) deep convection is not determined generally

by the Ekman convergence in the boundary layer, 3) the

linearized Ekman balance formulation that is a founda-

tion of the proposed SEF feedback mechanism cannot

be justified when the local vortex Rossby number is of

order unity—as is demonstrated by the full-physics

mesoscale simulations, and 4) the boundary layer ap-

proximation formally breaks down in regions of deep

convection.

K13 concluded (section 6) that ‘‘supergradient flow . . .

is not essential to SEF.’’ Given the limitations summa-

rized above regarding the K13 predictions using two

independent mesoscale models, it would seem difficult

to maintain any claim regarding the unessential role of

supergradient winds in the secondary eyewall formation

process using a steady-state formulation.
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